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From data to model ??

• “OK, I’ve got some data.. 

• Now what?”

• Data = Information + Error

(sampling errors and others such as 

measurement, recording, tagging etc.)

• The exact action to be rendered : Planning 

how to utilise each datum a priori even so, 

making ready the empty tables & graphs!
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A statistical test

.. is a procedure for deciding whether 
an assertion (e.g. a Hypothesis) about 

a quantitative feature of a population is true 
or false. We test an hypothesis of this sort by 

drawing a random sample from the population 
in question and calculating an appropriate 

statistic on its items. If, in doing so, we obtain 
a value of the statistic that would occur rarely 
when the hypothesis is true, we would have 

reason to reject the hypothesis.
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A statistical test

With this procedure, it is customary to reject 
the hypothesis tested when our statistic 

has a value that is among those that, theoretically, 
would be expected to occur no more than 

5 out of every 100 times that a random sample 
(of the same size) is drawn from the population 
in question when the hypothesis is, in fact, true. 

Much of the text of this lecture is devoted to 
explanations of exactly how this kind of 

theoretical expectation is developed. 
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A statistical test

Finally, it is noteworthy that 

the “appropriate conduct of any statistical test”

invariably requires many thoughtful decisions. 

It is, for example, always necessary to decide 

what statistic to be used, 

what sample size to be employed

and what criteria to be established

for rejection of the hypothesis tested. 
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H y p o t h e s i s...

• At the end of the experiment, the most

important hypothesis that would be tested is 

whether the difference between the groups

treated originates by chance.
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1
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The «Null» Hypothesis
• The «Null» Hypothesis is a statement infering there 

is no difference between population parameters. 

That is, there is no relationship between

independent and dependent variables in the

population under study. Typically, this is not the

anticipated outcome of an experiment. Usually

the investigator conducts an experiment because

he/she has reason to believe manipulation of the

independent variable will influence the dependent

variable. So, rejection of the null hypothesis

is interpreted as a significant finding. 

http://www.uth.tmc.edu/uth_orgs/educ_dev/oser/LGLOS2_0.HTM#POPULATION
http://www.uth.tmc.edu/uth_orgs/educ_dev/oser/LGLOS1_0.HTM#INDEPENDENT
http://www.uth.tmc.edu/uth_orgs/educ_dev/oser/LGLOS1_0.HTM#DEPENDENT
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The null hypothesis..(1)

Is a term that 

statisticians 

often use to indicate the 

statistical hypothesis 

tested. The purpose of 

most statistical tests, is to 

determine if the obtained 

results provide a reason 

to reject the hypothesis 

that they are merely a 

product of chance factors. 
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The null hypothesis..(2)

For example, in an experiment 

in which two groups of randomly selected subjects 

have received different treatments 

and have yielded different means, 

it is always necessary to ask if the difference 

between the obtained means is among the 

differences that would be expected 

to occur by chance whenever 

two groups are randomly selected. 
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The null hypothesis..(3)

In this example, the hypothesis tested is 

that the two samples are from populations 

with the same mean. 

Another way to say this is to assert that 

the investigator tests the null hypothesis 

that the difference between the means 

of the populations from which 

the samples were drawn, is zero. 
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The null hypothesis..(4)

If the difference between the means 

of the samples is among those 

that would occur rarely by chance 

when the null hypothesis is true, 

the null hypothesis is rejected and 

the investigator describes the results 

as statistically significant.
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Rejection & Accepting Ho
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The alternative hypothesis (1)

The test of a given statistical 

hypothesis entails an 

assessment of whether or 

not our sample (or samples) 

have yielded a statistic that 

is among those cases that 

would only occur α (alpha) 

proportion of the time if the 

hypothesis tested is true. 
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The a l te rna t ive

hypothes is (2 )

In these circumstances we know the probability of 

rejecting the hypothesis tested when it is true 

(that probability is equal to alpha) but unless 

we have also specified an alternative hypothesis 

to the hypothesis tested, we have no idea 

of the probability of being in error, 

if our test has failed to yield a value that enables us 

to reject the hypothesis tested.
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Calculating sample size and 
its changing during process..

Randomization and its details.. 

B l i n d s t u d y . .

Carrying out of the Biostatistical 
evaluation by simple bivariate technics 
and making judgements on this basis; 
lack of in-depth research / investigation
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A simple experiment by Galton

“If peas (chickpeas) are shaked with a stable 
amplitude on a net filter above a box, 

how should they be heaped over? 

In case of replying with Aristo’s minding :

“The fact of of the science can be expolerd 
by thinking and intuition...” 
Let’s try and see by that way : Figure it..

If not, shall we put OBSERVATIONS and   
EXPERIMENT in front of our intuitions?
The unique way for reaching the truth is reasoning 
and observational-experimental science!
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Is intuition a resolution for all questions?

Everyone is “imaginating” the 

heaping configuration by the peas 

in a different appearence..

Simply because, everyone’s intiution 

is subjective.. 

Aristo, with this minding, closed down 

the science to observation and experiment 

for 2000 years. In fact, 

The Science is general, abstract and objective.
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Is intuition a resolution for all questions?

Science is desperately to be based on, 

repeatable experiment-observation, 

confirming or denying itself. 

The content; is the relative reality of the science

for which only valid at this moment, 

and has to be changed in time. 

The thing that will make this possible is, 

M e t h o d o l o g y

i.e. Epidemiology and Biostatistics.
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Galton’s peas, formed a bell shape!

-3 SD    -2 SD   -1 SD   X   +1 SD  2 SD  +3 SD

Standard normal distribution, is like a “bell shape”. 

It’s been proved experimentelly and followed by theoretical 

calculations. At the two sides of the arithmetic mean (X) 

± 1, 2 ve 3 Standard deviations are displayed.
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Decisions Based on 

Hypothesis Tests and Errors

Contingency

Options

Decision

H0 rejection
H0  cannot be 

rejected

Real 
situation

H0  

true

False decision
Type 1 error

α error

True decision
1- α

H0  

false

True decision
(Power of 
the Test)

1-β

False decision
Type 2 error

β error 
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Well known p value (1)

A finding (for example the observed 
difference between the means of 
2 random samples) is described 

as statistically s i g n i f i c a n t , 

when it can be demonstrated 

that the probability of obtaining 

such a difference by chance only, 

is relatively low.
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Well known p value (2)

In many domains, it is customary 
to describe one's finding 
as statistically significant, 

when the obtained result is among those 
that (theoretically) would occur no more 

than 5 out of 100 times when the 
only factors operating are the 

chance variations that occur whenever 
random samples are drawn.



17.06.2016 www.ahmetsaltik.net   Prof. Saltık 26

Well known p value (3)
Statisticians use the Greek letter alpha

(α) to indicate the probability of rejecting 

the statistical hypothesis tested when 

in fact, that hypothesis is true. 

Before conducting any statistical test, 

it is important to establish a value 

for alpha. For many other scientists, 

it is customary to set α at 0.05. 
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Well known p value (4)

This is the equivalent of asserting that 

you will reject the hypothesis tested if the 

obtained statistic is among those that would 

occur only 5 out of 100 times that random samples 

are drawn from a population in which the hypothesis 

is true. If your obtained statistic leads you 

to reject the hypothesis tested, 

it's not because you believe that the obtained 

statistic could not have occurred by chance. 
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Well known p value (5)
It's that you are asserting that the odds of 

obtaining that statistic by chance only 

are sufficiently low (one out of twenty) 

that it reasonable to conclude that your results 

are not due to chance. 

Could you be in error?
Of course you could, but at least you know 

the probability of such an error. 

It is exactly equal to the value 

you have previously established for alpha.
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 Interpret 

the results 

by comparing 

with the    

conclusions of   

other studies.



Hypothesis 1

Ho: d = 0

Ha: d >0

t statistics = 8,1

p value = 0,00

Hypothesis 2

Ho: d = 1

Ha: d > 1

t statistics = 2,95

p value = 0,00

Hypothesis 3

Ho: d = 2 

Ha: d > 2

t statistcs =-2,31

p value = 0,988

RED RED

How long the expected life time

was extended?

Ho: There is no 
difference between 
life span in 1980 and 
2005. 

Ha: In 2005 expected 
life span is longer 
than what it was in 
1980.

Ha: In 2005, 
expected life span 
is 1 year longer 
than what 
it was in 1980.

Ha: In 2005, 

expected life 

span is 2 years 

longer than 

what it was 

in 1980.
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Hypothesis 1

Ho: d = 1

Ha: d > 1

t statistcs = 2,48

p value = 0,008

Hypothesis 2

Ho: d = 2 

Ha: d > 2

t statistics =-2,31

p value = 0,994

RED

CANNOT BE REJECTED

How long the expected life time

was extended FOR WOMEN?

Ha: In 2005, 

expected life span 

is 1 year longer 

than what 

it was in 1980.

Ha: In 2005, 

expected life span is 

2 years longer than 

what it was 

in 1980 for women.
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Confounding factor -1

In a well designed psychology 

experiment, an investigator 

will randomly assign subjects 

to two or more groups and except for 

differences in the experimental 

procedure applied to each group, 

the groups will be treated exactly alike. 
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Confounding factor -2

Under these circumstances any differences 

between the groups that are 

statistically significant are attributed to 

differences in the treatment conditions. 

This, of course assumes that except 

for the various treatment conditions 

the groups were, in fact, 

treated exactly alike. 
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Confounding factor -3

Unfortunately, however, it is always possible 

that despite an experimenter's best intentions 

there was some unsuspected 

systematic differences in the way 

the groups were treated in addition 

to the intended treatment conditions. 

Statisticians describe systematic differences 

of this sort as confounding factors 

or c o n f o u n d i n g  v a r i a b l e s .
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Confounding factor -4

If, for example, subjects in one group are 

simultaneously tested in a room with the heat 

set at 70 degrees whereas subjects in 

another group are simultaneously tested in 

a nearby identically appointed room with 

the heat set at 60 degrees, the obtained 

differences in performance could be 

attributed to any of three factors. 
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Confounding factor -5

It could be due to the random assignment of 

subjects (i.e. to chance). It could be due to the 

different temperatures in the two rooms.

It could, however, be due to some confounding 

factor such as differences in ambient illumination 

that result from unnoticed differences in the 

orientation of each room with respect to the sun.
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Confounding factor -6

In any experiment an appropriate 

statistical test can help in the decision 

as to whether or not to attribute the results 

to chance, but only the most careful analysis 

of the actual conditions of the experiment 

can suggest whether or not the results 

might be due to a confounding factor. 



Confounding
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Confounding
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t statistics-1 

This statistic is a measure on a 

random sample (or pair of samples)

in which a mean (or pair of means) appears 

in the numerator and an estimate 

of the numerator's standard deviation 

appears in the denominator. 

The later estimate is based on the 

calculated s square 

or s squares of the samples. 
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t statistics-2 

If these calculations yield a value 
of (t) that is sufficiently different 
from zero, the test is considered 
to be statistically significant.

The t test employs the statistic 
(t) to test a given statistical 
hypothesis about the mean of a 
population (or about the means 
of two populations). 
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Type 1 error

You have committed a Type 
One error if you have rejected 
the hypothesis tested when it 
was true. In a given statistical 
test, the probability of a type 
1 error is equal to the value

you have set for alpha.
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Type 2 error

You have committed a 
Type II error if you failed 

to reject the hypothesis tested 
when a given alternative 

hypothesis was true. In a given 
statistical test, the probability of 

a type II error is equal to the 
value calculated for Beta.
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Type 2 error

Type II- alpha- there is a difference 
but it is not detected

Type I- beta- measure a difference 
(effect) that is not so

Reliability -accuracy, remember, 
random error

Validity -systemmatic error-
measuring right thing
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ß value

Statisticians use the 

Greek letter beta

to indicate the probability 

of failing to reject the 

hypothesis tested when 

that hypothesis is 

false and a specific 

alternative hypothesis 

is true. 
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ß value
For a given test, the value 
of beta is determined by 

the previously elected 
value of alpha, certain 
features of the statistic 
that is being calculated 

(particularly with
the sample size) and the 

specific alternative 
hypothesis that is being 

entertained. 
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1-ß value = Power of the test

While it is possible 
to carry out a 
statistical test 
without entertaining 
a specific alternative 
hypothesis, 
neither beta 
nor power 
can be calculated 
if there is no 
specific alternative 
hypothesis.
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1-ß value = Power of the test

It is relevant to note 
here that power 
(the probability that 
the test will reject 
the hypothesis tested 
when a specific 
alternative hypothesis 
is true) is always 
equal to one minus 
beta. (i.e. Power = 
1 - beta) 
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Power of the test

For a statistician, the power of a test is 

the probability that the test will reject the 

hypothesis tested when a specific alternative 

hypothesis is true. To calculate the power

of a given test it is necessary to specify alpha 

(the probability that the test will lead to the 
rejection of the hypothesis tested 
when that hypothesis is true) and 

to specify a specific alternative hypothesis. 
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Power of the test

A statistical test is a procedure for deciding 

whether an assertion (e.g. a Hypothesis) about a 

quantitative feature of a population is true or false. 

We test an hypothesis of this sort by drawing a 

random sample from the population in question 

and calculating an appropriate statistic on its items. 

If, in doing so, we obtain a value of the statistic 

that would occur rarely when the hypothesis is true 

we would have reason to reject the hypothesis. 
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Power of the test

With this procedure it is customary to reject 

the hypothesis tested when our statistic has a value

that is among those that, theoretically, 

would be expected to occur no more than 

5 out of every 100 times that a random sample 

(of the same size) is drawn from the population 

in question when the hypothesis is, in fact, true. 

Much of the text of this tutorial is devoted 

to explanations of exactly how this kind of 

theoretical expectation is developed.



17.06.2016 www.ahmetsaltik.net   Prof. Saltık 54

Thoughtful decisions

Finally, it is noteworthy that 

the appropriate conduct of 

any statistical test invariably requires 

many thoughtful decisions. 

It is, for example, always necessary 

to decide what statistic to use, 

what sample size to employ and 

what criteria to establish for rejection 

of the hypothesis tested.



SE & The Confidence Interval

Sometimes, a confidence interval may be computed 
from theory alone. For instance, means of large, 

random samples tend to be unbiased and normally 
distributed. Therefore, the 95-percent confidence interval 

(95 % CI) for any such mean is just m ± 1.96 SE, 
where m is the observed mean and SE is the 

standard error of the mean, as given by the equation below

where σ is the population standard deviation 
for the data and n is the sample size.
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THE SECREET of the NUMBERS…

1 x 8 + 1 = 9
12 x 8 + 2 = 98
123 x 8 + 3 = 987
1234 x 8 + 4 = 9876
12345 x 8 + 5 = 98765
123456 x 8 + 6 = 987654
1234567 x 8 + 7 = 9876543
12345678 x 8 + 8 = 98765432
123456789 x 8 + 9 = 987654321
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“Being a scientist is not a 

professional job; but rather, 

is a life style. ”

Ord. Prof. Dr. Cahit ARF

Exploer of 

“The Arf Theorem”

Who is  sc ient is t?
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Bir  f ıkra. . .
Nasrettin Hoca bir gün almış sazı eline..

Bir eli bir ‘perde’ de sabit, öbürü ile tellere
monoton vurup duruyor.. Hoca’nın eşi sorar :
- Hoca Efendi, benim bildiğim o el 
aşağı-yukarı gezer durur, 
seninki gibi bir yerde yapışıp kalmaz.. 

Hazır yanıt Hoca :
- Hanım, onlar benim tuttuğum yeri arıyorlar..

Notanın yeri sabit bir nokta değil, nota perdesinde 
bir aralık’ tır. Bilim sıklıkla ‘aralık kestirimi ‘ yapar. 
‘Noktasal’ kestirim, öngörü, belirleme, norm güçtür.
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Lecture is over. 
Thanks for your 
attention.

I would expect 

your questions 

and comments..

Dr. Ahmet SALTIK

www.ahmetsaltik.net   profsaltik@gmail.com

The basis of the Universe is Mathematics..
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Your moderator;

Thanks you
sincerely for your
contribution
and patience.

Greets you with
love and respect..

Dr. Ahmet SALTIK
www.ahmetsaltik.net   

profsaltik@gmail.com



PEACE at HOME PEACE in the WORLD!

Gazi Mustafa Kemal ATATÜRK
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